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Abstract

In 1970, Hillert and Staffansson published a paper entitled “The Regular Solution
Model for Stoichiometric Phases and Ionic Melts”. It was the beginning of the sublattice
model that has been a key component in the development of Computational Thermody-
namics (CT). This formalism, now often called the Compound Energy Formalism (CEF),
has been used to describe a great variety of phases driven by the need for accurate de-
scriptions of thermodynamic phase stability in a wide range of materials involving many
elements. The purpose of this paper is to describe the formalism, the physical meaning of
its various parameters and the way they can be assessed using experimental and theoret-
ical data. Furthermore, new developments derived from the CEF, such as the Effective
Bond Energy Formalism (EBEF), and other ideas for further development are presented.

1 Introduction

Computational Thermodynamics (CT), first introduced as a method for the Calculation
of Phase Diagrams (CALPHAD), is an integral part of materials science as it provides a
practical framework for the modeling of phase stability, phase equilibria and phase tran-
sitions in materials. It requires highly accurate representations of the thermodynamic
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properties of all the relevant phases, both stable and metastable, as function of temper-
ature and composition, and possibly pressure. CT relies on models describing the Gibbs
energy of each phase in a multicomponent system and uses databases with model param-
eters assessed from experimentally measured and theoretically computed data for binary,
ternary and, very rarely, higher-order systems.

J.W. Gibbs provided the theoretical foundations for the thermodynamic study of
phase equilibria in his pioneering monograph “On the Equilibrium of Heterogeneous Sub-
stances” [1]. Furthermore, Gibbs derived an important rule, the Gibbs phase rule, which
dictates the number of phases that can co-exist in a mixture under certain conditions.
Gibbs’ work proved fertile soil for other researchers like van’t Hoff who distilled useful
approximate rules concerning the behavior of solutions. Prior experimentally observed
relations, such as Henry’s law, acquired a sound theoretical basis. Van Laar [2] was the
first to utilize the theoretical framework, with a set of approximations which have come
to be known as the ‘regular-solution model’, to produce an explicit mathematical descrip-
tion of phase equilibria in binary systems. His work produced prototype phase diagrams,
which exhibited the most important general features of phase diagrams such as monotec-
tic (-oid), eutectic (-oid) and peritectic (-oid) phase equilibria, retrograde solubility and
immiscible solutions Unfortunately, this theoretical study went unrecognized until much
later, when experimental studies for binary metallic systems showed its validity.

Parallel to these theoretical developments, experimentalists set out to determine phase
diagrams. A pivotal role was played by the iron - carbon system. Sorby [3] and Roberts-
Austen [4] performed experimental studies of phase equilibria in this system, but it was not
until the turn of the century that the first reasonably complete, albeit inaccurate, phase
diagram was published by Bakhuis Roozeboom [5]. Only several decades later a general
agreed upon stable and metastable Fe-C diagram became available. The determination
of this diagram revolutionized the understanding of tempered iron, the occurrence of grey
and white cast iron and the hardenability and heat treatments of steel.

The enormous progress made in the understanding of Fe-C alloys inspired extensive
experimental work on other systems to such an extent that, already in 1909 Jänecke [6]
compiled a brief summary of binary and a few ternary systems. In the nineteen thir-
ties well-known compendia of many binary systems could be assembled by Hansen [7, 8]
while some ternary systems were compiled by Jänecke [9]. The compendium by Hansen,
entitled “Der Aufbau der Zweistofflegierungen: Eine kritische Zusammenfassung”1 [7, 8]
encouraged more theoretical work, such as described in the book “Thermodynamics of
Alloys” by Wagner [10]

The apparent basic validity of the regular-solution model motivated Meijering [11] to
study precipitation and phase stability in binary Al-Cu alloys and before long multinary
alloys were explored [12, 13] as well. Kaufman investigated the effect of pressure in the
Fe-Ni system [14]. He soon realized that a thermodynamic description was needed of pure
elements in various crystal structures, that were not observed in reality for extrapolations
in composition, temperature, and pressure [15, 14, 16]. In fact, van Laar [2] in 1908
already extrapolated properties of β brass towards pure Cu to obtain the melting point of

1The structure of binary alloys: A critical summary
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hypothetical body-centered cubic (bcc) Cu. The requirement that the energy differences
between various crystal structures of a particular element in the periodic table, the so-
called “lattice stability”, had to be the same for every binary or multinary that contained
this particular element was clarified by Kaufman and Bernstein [17]. Expanding on this
insight, that every binary in the limit towards a unary must have the same thermodynamic
description, it was evident that every ternary in the limit to a particular binary must
satisfy the same thermodynamic consistency. This made the thermodynamic description
of the many binary and multinary phase diagrams a highly interlinked affair [18, 19]. These
efforts, initially by pen, paper and a ruler led to the birth of CALPHAD by Kaufman and
Ansara in 1973 [20].

The regular solution model proved useful for a deeper physical understanding of other
puzzling physical phenomena as well, such as spinodal decomposition. Hillert [21, 22]
showed that the periodic composition fluctuations experimentally observed in Cu-Ni-Fe
alloys appeared naturally when an interfacial energy due to composition fluctuations was
taken into account. This work was seminal to the subsequent Cahn-Hilliard descrip-
tion [23].

In the regular solution model the energy of mixing is a parabolic function of composi-
tion. This function is symmetric with respect to the equiatomic composition and therefore
gives rise to symmetric phase diagrams. As it was experimentally well established that
most phase diagrams are not symmetric, a solution was found in the subregular solution
model [24].

A further component of the (sub)regular solution model is the configurational entropy.
Complete random mixing is assumed which is not quite correct. Randomness occurs only
when the energy of mixing is negligible relative to the thermal energy kBT . The energy of
mixing depends on the magnitude of interaction between the components of the mixture.
When the pairwise interaction between the components is such that pairs of (un)like
components are energetically favored, then minimization of the energy will naturally cause
such pairs to be more abundant than they would be in a purely random solution. In
the (sub)regular solution model the preference for (un)like pairs over the random state is
ignored. Therefore, the model entropy is overestimated and the energy contribution is less
favorable than it is in reality. While these two factors partially counteract, it causes the
(sub)regular solution model free energy (either Gibbs or Helmholtz) of the solid solution
to be too unfavorable, particularly in concentrated solutions. Thus, too high critical
temperatures are predicted for miscibility gaps. In the ordered state the neglect of partial
disordering causes the (sub)regular solution model free energy to be too unfavorable too,
especially in the vicinity of the transition temperature, but to a lesser degree than in the
solid solution state. Therefore, the (sub)regular solution gives order-disorder transition
temperatures that are too high.

Even in slightly more sophisticated models, such as those of Temkin [25] for ionic
components and Gorsky-Bragg-Williams (GBW) [26, 27, 28, 29] for lattice gases an ex-
aggerated randomness is assumed. To improve the theoretical free energy as given by the
(sub)regular solution, the Temkin, and the GBW models, thus both energy and entropy
need to be improved in tandem.

Improvements to energy and entropy could be achieved by including correlations, de-
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fined as constituents not being perfectly randomly distributed with regard to one another.
The quasi-chemical model [30] and the Bethe [31] approximation, both of which are based
on the crude counting of the approximate number of configurations under constraints,
yielded significant changes in phase diagrams. Kikuchi [32] found a systematic and con-
sistent way to count configurations in the so-called cluster variation method (CVM) [33].
From the seventies [34] onward this method has been used to compute topologically cor-
rect phase diagrams [35]. It even became possible to directly base the phase diagram
calculations on the newly emerging first-principles total energy calculations [36] through
the structure inversion method [37] based on perfectly ordered structures [38, 39, 40]. Still,
the CVM was hard to apply to multinary alloys with non-trivial mixing behavior. There-
fore, other more practical methods were needed. For this purpose, the compound energy
formalism (CEF) of Hillert [41, 42] has proven extremely effective. Initially, the energy
contribution was formulated in terms of the typical regular solution mixing parameters
that considered a mixed occupation on two sublattices. Its extension by Sundman and
Ågren [43] to many sublattices and many constituents introduced the concept of “com-
pound” which eventually gave birth to CEF. In this formulation [43] the CEF appears
deceptively simple: the free energy is computed by summation of the contributions from
these “compounds” and the randomly mixed configurational entropy terms of the distinct
sublattices. Each of these sublattices has its own composition, the so-called ‘site frac-
tions’, in the spirit of the GBW approximation for ordered phases, while simultaneously
computing the energy term from the set of compounds corresponding to configurations
where each sublattice is occupied by a single constituent that can be an element, a chem-
ical species (possibly charged), or a vacancy. The CEF, unlike some other approaches,
see e.g. [44], yields a free energy function that allows the consideration of phase transi-
tions. The energies of the compounds play a critical role, moreover they can be easily
and routinely computed with first-principles density functional theory [36]. The CEF of
Hillert [41, 42], as extended by Sundman and Ågren [43], can therefore be regarded as a
precursor to the structure inversion method [37]. The strength of the CEF is that it does
not try to decompose the compound energies into cluster contributions such as in a clus-
ter expansion [45], or into regular solution mixing parameters such as in the conventional
regular solution model. Such a decomposition into cluster contributions, while in principle
accurate to any degree desired [46], is not unique and can moreover give rise to spurious
results if the set of compounds is too small to define all of the subcluster terms [47].

However, the entropy description within the CEF has all the limitations of the usual
Gorsky-Bragg-Williams approximation, such as giving too high transformation temper-
atures [48], as already mentioned above. Therefore special efforts have been made to
incorporate the effects of short range order (SRO), see section 3.2. The energy term can
be made more accurate by selecting a larger supercell although only ordered structures
that have periodicities that are commensurate with the selected supercell can be treated.
Solid solutions and ordered superstructures are usually treated using small cells, e.g., face
centred cubic (fcc) with 4 sublattices [49, 50], but it is entirely feasible to use a cell con-
sisting of multiple conventional unit cells. Selecting larger cells, i.e., more sublattices has
only a relatively minor impact on computational effort in CEF, quite unlike the case of
the CVM [51, 52, 53] because the CEF uses the ideal configurational entropy approxima-
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tion. The insight gained from cluster expansions that interactions associated with large
numbers of sites contribute little to the energy can be gainfully employed to simplify the
CEF and this yields the Effective Bond Energy Formalism [54], discussed later in this
article.

2 The sublattice model

In the early 1970s, Mats Hillert at the division of physical metallurgy, KTH Royal Institute
of Technology, was engaged in developing tools for simulating phase transformation in
steels. He had studied at the Massachusetts Institute of Technology and knew the early
work of Kaufman [15] and was looking for a model for interstitial C in steels. Together
with Staffansson, a professor in metallurgy who knew the Temkin model [25] from his
work with molten salts, Hillert adapted this model for interstitial solutions [41] using one
sublattice for random mixing of the metals and the other one for the interstitial together
with a vacancy constituent. The configurational entropy assumed random mixing of the
metals on their sublattice and of the vacancies and the interstitials on the other.

Hillert knew that before one can simulate transformations in materials one must know
how the equilibrium state changes with temperature and composition and his students
started to develop a multicomponent thermodynamic database for steels using the sublat-
tice (SL) model [55, 56, 57, 58]. With a primitive assessment software they fitted model
parameters to experimental data from their own work as well as from published data. At
that time the computer facilities were very limited and each PhD student had to mod-
ify the software for each assessment and a calculation. It was not possible to combine
the different assessments and develop a general software and database until the division
managed to obtain its own minicomputer. The new software was based on a thermo-
dynamic model [43] that generalized the sublattice model from 1970 [41]. Each phase
was modeled with one or more sublattices with one or more constituents in each sublat-
tice and included a model for the ferromagnetic transition in Fe, Cr and Ni proposed by
Inden [59, 60]. The computational methods were also improved by a general algorithm
for calculating equilibria published by Hillert [61] and implemented by Jansson [62] to-
gether with routines to calculate phase diagrams and an assessment module to fit model
parameters to experimental data in a software, called Thermo-Calc2 [63, 64].

As the “sublattice model” was based on compounds (later called endmembers) it has
also been called “compound energy model” and as it contains many models as special cases
it was renamed “compound energy formalism” in 2001 [42]. In this paper, we return to the
original denomination “sublattice” because we will also consider the recent development
of this formalism [54] keeping the main feature of the original formalism, i.e., its ideal
entropy expression based on the sublattice fractions.

2Certain software packages are identified in this paper for proper reference. Such identification is not intended
to imply recommendation or endorsement of any product or service by NIST or that the software identified are
necessarily the best available for the purpose.
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2.1 The pure elements, unary data

As already mentioned, Kaufman et al. [15, 65] introduced lattice stabilities defined as
the difference in Gibbs energy between the metastable and the stable allotrope for an
element A

oGmeta
A (T )− oGstab

A (T ) = a− bT (1)

Kaufman used this to model phase diagrams of many systems. However, no heat capacity
was modeled in this first generation descriptions of the elements. In the second generation
of the element descriptions presented in 2.1.1, this shortcoming was addressed, i.e. the
heat capacities were added and this generation is still used in most databases. The
emerging third generation of descriptions addressing issues in the second generation will
be presented in section 2.1.2.

2.1.1 The 2nd generation descriptions of the elements

The Scientific Group Thermodata Europe (SGTE) started working on a new unary
database at the beginning of the 1980s in which heat capacities were added to all elements.
This compilation of 78 elements was eventually published by Dinsdale in 1991 [66]. The
reference used was the enthalpy at 298.15 K and the entropy at 0 K, both at 1 bar, for the
most stable state of each element. An exception was made for the elements with magnetic
transitions for which the reference state is a hypothetical paramagnetic state because the
magnetic Gibbs energy is added separately as explained below. The reference state is
called SER, the Standard Element Reference. Since the entropy at 0 K is given the value
zero, this reference state is usually denoted HSER

A . The Gibbs energy of the most stable
state given relative to this reference is:

oGSER
A (T )− HSER

A (298) = a+ bT + cT ln(T ) +
∑
n

dnT
n (2)

where a, b, c, dn are the model parameters fitted to experimental information, most
importantly the heat capacity. In Fig. 1(a) to 1(c) the Gibbs energy functions of Fe for
fcc, hexagonal close packed (hcp) and liquid relative to the bcc phase are shown. The
fact that bcc is stable at low T for Fe is due to the heat capacity contribution from the
ferromagnetic transition.

If an element has a magnetic transition in a phase the situation is more complicated
because a detailed modeling of the magnetic transition was, and still is, a complex prob-
lem in physics. But within the Calphad community a numerical fit to the general shape of
the magnetic contribution to the heat capacity proposed by Inden [59, 60] was adopted.
This was based on the heat capacity curves for Co, Fe and Ni and was slightly mod-
ified/simplified by Hillert and Jarl [67] and implemented in the Thermo-Calc software
by Hertzman and Sundman [58] in their assessment of Fe-Cr. In Fig. 1(d) to 1(f) the
heat capacity curve for the bcc phase indicates the significant contribution from the ferro-
magnetic transition at 1043 K.
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In the the magnetic model the contribution to Gibbs energy for a phase α, mgnGα
m,

depends on two magnetic properties: the Bohr magneton number, βα, and the Curie
temperature, Tα

C

mgnGα
m = RTf(τ) ln(βα + 1) (3)

τ = T/Tα
C (4)

where f(τ) is a general function fitted to the integrated heat capacity contribution by
Hillert and Jarl [67].

The successful work on the steel database at KTH [68] convinced SGTE that a separate
magnetic contribution should be included in its unary database. In particular parameters
for β and TC should be provided. For a nonmagnetic element A, βA = 0, TCA

= 0 and
mgnGm = 0. Since the magnetic contribution is added separately, the reference state for
magnetic allotropes in the SGTE unary database represents a hypothetical paramagnetic
state.

The 1991 unary compilation [66] was a big success and has been used worldwide as a
basis to assess thermodynamic model parameters for materials. A common ground for the
elements made it possible to combine thermodynamic descriptions from different groups
and thereby accelerate the collaborative work on multicomponent databases.

Using expressions like Eq. 2 meant that one had to take care of the extrapolations in
temperature outside the stable range of the reference phase as high heat capacities may
make the solid phase stable again at high temperatures. Thus breakpoints were introduced
in the 1991 SGTE unary database at the melting temperature of the solid reference phase
and the heat capacity of the extrapolated solid was forced to approach that of the liquid
above the melting temperature and vice versa for the liquid, see Fig. 1(d). This is usually
referred to as ”the SGTE extrapolation”.

2.1.2 The 3rd generation descriptions of the elements

Already at the Ringberg workshop in 1995 [71] suggestions were put forward to improve
the descriptions of the 1991 unaries and make them more physically sound. One problem
with the SGTE extrapolation is that there will be kinks in the heat capacity at the
melting temperature of the constituent elements of any compound or endmember that is
based on the Kopp-Neumann rule [72], see eq. 19. The first attempt to make use of the
recommendations from the Ringberg workshop was the reassessment of pure iron by Chen
and Sundman in 2001 [69], see Fig. 1(b) where the molar Gibbs energy for bcc, fcc, and
liquid Fe is plotted and the corresponding heat capacity in Fig. 1(e). The concept of the
first and second generation of functions for the temperature dependence was introduced
by Kaufman and Ågren [73] and the descriptions of the unaries from 1991 were considered
to belong to the second generation. The paper by Chen and Sundman laid the foundation
for an international effort to develop models for the next generation, the 3rd, of Calphad
models. They described the heat capacity for a solid element as

CP = 3R

(
θE
T

)2 exp( θET )

exp
(
θE
T − 1

) + aT + bTn (5)
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(a) (b) (c)

(d) (e) (f)

Figure 1: In (a), (b) and (c) the calculated molar Gibbs energy of pure Fe phases relative to
the bcc phase is plotted vs temperature for three different unary datasets: in (a) the 1991
unary [66] (which has no data below 298.15 K), (b) an evaluation by Chen and Sundman [69]
and, (c) the current 3rd generation database by He et al. [70]. In (a) and (c) the Gibbs energy
for the hcp phase is also included. In (d), (e) and (f) the heat capacity for pure Fe phases is
plotted vs temperature for the same datasets. In (e) from [69] and in (f) from [70] the heat
capacity is zero at T = 0 K. In (f) the extrapolation of the heat capacities for the solid phases
to high temperatures is not restricted due to the EEC, see the text for explanations.

where the first term is the contribution from the harmonic lattice vibrations and θE (K)
is the Einstein temperature. The second term is the contribution from the electronic
excitation and low-order anharmonic lattice vibration effects such as the correction from
CV to CP associated with thermal volume expansion. The third term is the contribution
from the high-order anharmonic lattice vibration effects. This expression is used in the
3rd generation and the expression for the corresponding Gibbs energy for an element A is

oGA − HSER
A (298) = E0 +

3

2
RθE + 3RT ln

[
1− exp(−θE

T
)

]
− a

2
T 2 − b

n(n+ 1)
Tn+1 (6)
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where E0 denotes the cohesive energy (total energy excluding the vibrational contribution)
at 0 K and the second term is the contribution from the zero point energy to the Gibbs
energy.

In the 3rd generation, the liquid phase is described using the two-state model [74, 75]
in which all atoms in the liquid are either in a translational state or a vibrational state.
With this model only one temperature range is used and no artificial break point is needed
at the melting temperature.

A single temperature range was also suggested for solid phases [76, 70] and for this
purpose, the Equal Entropy Criterion (EEC) [77] was proposed which simply states that
any solid phase with a higher molar entropy than that of a stable liquid must not be
allowed to participate in an equilibrium, such a solid should simply be ignored by the
software. The treatment has been criticized [78] partly because EEC means the thermo-
dynamic software must perform such checks while calculating the equilibrium and partly
because the extrapolated heat capacity will sometimes reach very high values at elevated
temperatures. To remedy this, a second expression could be introduced for temperature
ranges above the melting temperature. In a work on pure Al [79] it was found that an
“’instability temperature” above which the solid can no longer exist occurred around 200
K above the melting temperature for fcc-Al. Such an ’“instability temperature” could be
scaled to the melting temperature of an element. However, the best solution to this high
temperature issue is yet to be found.

In the 3rd generation description, the magnetic model has been improved, first in the
paper by Chen and Sundman [69] in which they carefully investigated the magnetic and
paramagnetic part of the heat capacity of bcc-Fe and refined the model developed by
Hillert and Jarl [67] that was based on the model by Inden [59]. Later a revised magnetic
model was presented by Xiong et al. [80] in which each magnetic phase was assigned
both a Curie temperature and a Néel temperature. These improvements mainly affect
binary and higher-order systems for which the so-called effective magnetic moment was
introduced.

The work on the 3rd generation models and descriptions has resulted in a number
of doctoral theses and papers and references to these can be found in a paper entitled
“Third generation Calphad for elements - model discussion with hands-on instructions
and examples” [81] published in the same journal issue.

2.2 Composition variables in a thermodynamic system

In this paper the terms atom, element or component will be used for the basic composition
variables according the Gibbs phase rule that the degrees of freedom of a system is:

f = n+ 2− p (7)

where f is the number of degrees of freedom, n is the number of components (in this section
denoted by capital letters A, B, C · · ·), the number “2” represents the intensive variables
temperature (T ) and pressure (P ) and (lower case) p is the number of prescribed stable
phases. In order to calculate the equilibrium for a system, f is the number of external
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conditions to be set. A thermodynamic system normally has several phases and each
phase is modeled independently. Many crystalline phases have different sets of sites and
the sublattice notation can be used even if there is a single set of sites (or no sites at all
as for the gas phase). A model for a phase with 2 sublattices can be denoted:

(r, s, t)a1(u, v, w)a2 (8)

where the parenthesis around the constituents r, s, t define a sublattice and the indices
aj denote the number of sites on the sublattice j. In most cases, the constituents are
the same as the components but, for example, in the gas phase there can be molecules,
or species, with two or more components with fixed stoichiometric factors, for example,
H2O. Such chemical species can be used as constituents in any phase. Frequently a phase
has more constituents than there are components in the system.

The sublattices are related to the crystallographic structure but simplifications have
often been made due to computer limitations or lack of data. A phase with no sublattices
has just a single set of sites, normally with a1 = 1.

The sum of the constituent fractions, denoted y
(s)
i , on any sublattice s is unity:∑

i

y
(s)
i = 1 (9)

where the parenthesis around s is used to avoid confusion with a power but in some cases
other notations are used. For example, the Wyckoff symbol of the site corresponding to
the sublattice is sometime used. The notations ′, ′′ are often used for the first and second
sublattice when there only 2, but superscript (s), s = 1, 2, · · · is preferred when there are
more than two sublattices.

The configurational entropy is zero when there is a single constituent in each sublattice.
This is the idea of the Temkin model and it means the Gibbs energy for such a case has
the same meaning as for a pure element in a solution phase with a single set of sites.
An endmember has a single constituent in each sublattice. The same species can be a
constituent in several sublattices, for example, to describe ordering.

The fact that the species of a phase can be different from the components of the system
means that the number of moles of a component A in a phase for one formula unit of the
phase and its mole fraction must be calculated from the site fractions by:

NA =
∑
s

as
∑
i

biAy
(s)
i (10)

xA =
NA∑
BNB

(11)

where biA is the stoichiometric factor of component A in the species i. The factor biA is
zero if component A is not part of constituent i and unity if i is A. The species i may
include two or more components. For example, if i represents the species “FeO1.5” then
biFe = 1 and biO = 1.5. In Eq. 11 for the mole fraction of A, the sum over B is for all
components.
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A second set of constituent fractions, see section 3.3, calculated from the basic set

of site fractions, y
(s)
i , can be used for the composition dependence of model parameters

which describe the disordered state of a phase.

2.3 The Model

2.3.1 The Gibbs energy of a phase

The Gibbs energy per mole of formula unit of a phase described with the sublattice model
is:

GM = srfGM − T cfgSM + phyGM + EGM (12)

where srfGM is the surface of reference of the phase, T the absolute temperature, cfgSM

the configurational entropy, phyGM contributions from a physical model, such as the
magnetic model, and finally EGM the excess Gibbs energy. The subscript “M” rather
than “m”, as used in Eq. 12, indicates that the equation is for one mole of formula units,
not one mole of atoms. The number of atoms A, NA, in one formula unit of the phase is
given by Eq. 10 and the mole fraction xA by Eq. 11.

The expression for the Gibbs surface of reference, srfGM is:

srfGM =
∑
I

PI(Y ) ◦GI (13)

where I is an endmember specifying a constituent i in each sublattice, PI(Y ) is the product

of one constituent fractions y
(s)
i for each sublattice s as specified by the endmember I and

◦GI is the Gibbs energy of the endmember I in this phase.
PI(Y ) can also be interpreted as a probability of the endmember I. The Gibbs energy

of an endmember of phase α with an explicit set of constituents is denoted ◦Gα
Fe:Cr:Ni

where the colon separates the Fe, Cr, Ni constituents in the different sublattices.
The configurational entropy, cfgSM , assumes ideal mixing of the constituents on each

sublattice and is given by:

cfgSM = −R
∑
s

as
∑
i

y
(s)
i ln y

(s)
i (14)

where as is the number of sites on sublattice s.
Most models for specific physical contributions to the Gibbs energy, for example, the

magnetic model in Eq. 3, express this contribution per mole of atoms whereas in Eq. 12
it should be per mole formula unit. Thus one must multiply with the number of atoms in
the formula unit of the phase:

phyGM = N · phyGm (15)

where N is the moles of atoms per formula unit of the phase. In the early use of the
sublattice model it was not realized that the Gibbs energy was defined per mole formula
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units whereas phyGm in the magnetic model was per mole of atoms. For example, this
was the case for the magnetite phase in Fe-O [82], but the mistake was compensated by
using an unrealistic Bohr magneton number as pointed out by [83].

The physical models, such as the magnetic model mentioned above, normally depend
on properties that vary with the composition, for example, the Curie temperature and the
Bohr magneton number. This composition dependence is described by endmember and
excess parameters in the same way as the Gibbs energy. Each of these properties must
have a unique identifier and may depend on composition, and possibly temperature and
pressure.

EGM is the excess Gibbs energy allowing to take into account the interaction between
constituents that are present together:

EGM =
∑
J

PJ(Y )LJ(Y ) (16)

where J is a constituent array with two or more constituents in at least one sublattice.
PJ(Y ) is the product of the fractions of these constituents and expressions for LJ(Y ) can
be found in sections 2.3.3 to 2.3.5.

All of the parameters in Eq. 12 can depend on the pressure, P , but for calculations at
high pressures special models must be used to avoid non-physical extrapolations, see for
example Lu et al. [84].

In this paper we will only consider the modeling of the Gibbs energy and physical
models which contribute to the Gibbs energy but the same kind of equations with model
parameters which depend on temperature, pressure and the constitution can be used
to describe other properties that are related to the phase, for example, atomic mobility,
viscosity, resistivity. In several commercial databases many such properties are available.

2.3.2 Endmember parameters for a phase

In the sublattice model the phases have endmembers with several constituents in the
different sublattices. A phase β with with 2 sublattices and 2 elements in each can be
denoted:

(A,B)a1(A,C)a2 (17)

assuming A and B mix in the first sublattice with a1 sites and A and C mix in the second
sublattice with a2 sites. The Gibbs energies of the endmembers Aa1Aa2 (A:A) and Aa1Ca2

(A:C) can be written:

◦Gβ
A:A − (a1 + a2)H

SER
A = gβA:A + (a1 + a2) · ◦GSER

A (18)

◦Gβ
A:C − a1H

SER
A − a2H

SER
C = gβA:C + a1 · ◦GSER

A + a2 · ◦GSER
C (19)

where ◦GSER
A and ◦GSER

C are from Eq. 2 in the unary database. The term gβA:A normally
is a linear expression in T which means the phase β for pure A has the same heat capacity
as the reference phase for element A. If β is stable for pure A this parameter should be
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part of the unary database. If the phase β is magnetic the magnetic contribution is added
separately. If a sublattice constituent is not a pure element, the reference state for each
element forming this constituent must be taken into account.

◦Gβ
A:C represents the Gibbs energy of a compound and if gβA:C is constant or depends

linearly on T , the heat capacity of this compound is a weighted average of the heat
capacities of the elements which is known as the Kopp-Neumann rule [72]. Higher order

powers of T in gβA:C can create problems with extrapolations. If ◦Gβ
A:C is the Gibbs energy

of a stable compound it can be evaluated from experimental data. But together with the
3rd generation unary one must take care that the heat capacity (and the entropy if the
compound is perfectly crystalline) is zero at T = 0 K.

The bond energies between constituents in different sublattices are described by the
endmembers. In the next sections, the excess parameters model interactions between
constituents in the same sublattice for binary, E.binGM , and ternary, E.terGM , systems.
Simultaneous interaction between two constituents in two sublattices can be taken into
account as described in section 2.3.5.

2.3.3 Binary excess parameters

The variation of the bond energies between the constituents within a sublattice is described
by the excess parameters, see for example Hillert [85]. For a binary system the Redlich-
Kister series [86] is the most commonly used. For the sake of simplicity this is illustrated

here for a phase with only one sublattice where the site fractions, y
(s)
i are the same as

the molar fractions, xi. For a substitutional multicomponent system this gives the excess
term:

E.binGM =
∑
i

∑
j>i

xi xj

n∑
ν=0

(xi − xj)
ν · νLi,j (20)

where the parameters νLi,j can be constants or depend linearly on T . Higher order
powers of T must be used with care and only if there is excess heat capacity data. The
index ν is called the degree of the parameter, and from experience a higher degree than 3
should not be used. Each sublattice can have such excess parameters using site fractions
instead of mole fractions as discussed in section 2.5.3.

2.3.4 Higher order excess parameters

In ternary and higher order systems, it is possible to use interactions represented by
parameter multiplied with the mole fractions. For a ternary substitutional system:

E.terGM =
∑
i

∑
j>i

∑
k>j

xi xj xk Li,j,k (21)

and in case a single parameter is not sufficient in a ternary system, Hillert [85] introduced
a composition dependence which extrapolates symmetrically to higher order systems and
also discusses other ternary extrapolation methods. Quaternary or higher order interac-
tions are rare and never composition dependent.
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2.3.5 Sublattices and excess model parameters

For a phase with sublattices, the excess equations in sections 2.3.3 and 2.3.4 can be used

independently on each sublattice using the site fractions y
(s)
i instead of the mole fractions,

xi as shown also in sections 2.5.2 and 2.5.3. The constituents in different sublattices are
separated by a colon (as in the endmembers) and the interacting constituents in the same
sublattice are separated by a comma.

A model parameter usually depends on the constituents in all sublattices but in order
to indicate that a parameter (endmember or excess) does not depend on the constituents
in a specific sublattice, an asterisk, “*”, can be used for this sublattice in the set of
constitutents. This is also known as a “wildcard” and can be useful when there is a lack
of experimental or theoretical data or when generalizing a model for a specific phase, see
section 2.5.4.b, 3.4 and 3.5.

For phases with sublattices there is an additional important excess parameter related
to the so called reciprocal reaction between 2 constituents in 2 different sublattices, i.e.,
(A,B)a1(C,D)a2 . Considering the following reaction:

Aa1Ca2 +Ba1Da2 = Aa1Da2 +Ba1Ca2 (22)

one can define the Gibbs energy:

∆GAB:CD = ◦GAa1Da2
+ ◦GBa1Ca2

− ◦GAa1Ca2
− ◦GBa1Da2

(23)

If the absolute value of ∆GAB:CD is large, this can create a miscibility gap [87] which can
be suppressed or decreased using a reciprocal parameter LA,B:C,D which is multiplied with
all 4 constituent fractions. The corresponding contribution to the excess term is thus the
following:

E.rcpGM = y
(1)
A y

(1)
B y

(2)
C y

(2)
D LA,B:C,D (24)

If a phase has several sublattices and constituents it means there are many such re-
ciprocal reactions.

The reciprocal parameter is important and discussed in section 3.1 for liquids and in
section 3.2 where it is used to describe SRO in phases with order-disorder transitions.
The excess Gibbs energy for a phase with several sublattices and constituents is thus a
sum of several contributions:

EGM = E.binGM + E.terGM + E.rcpGM (25)

where the model parameters come from several independently assessed systems.

2.4 The chemical potentials of the endmembers of a phase

An important thermodynamic property is the chemical potential, denoted µi, for the
component i in a system. The chemical potential for component i is defined as:

µi =

(
∂G

∂Ni

)
T,P,Nj ̸=i

(26)
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where the values of T, P and the amounts of all other components, Nj , are kept constant.
The chemical potentials for a phase can be calculated from its Gibbs energy model

and at equilibrium, when the Gibbs energy is at a minimum, the chemical potentials of
the components must be the same in all stable phases. But as the models are defined
using fractions (mole, mass or site) and phases sometimes have other constituents than
the components, Eq. 26 cannot be used directly for a particular phase. But for any
phase α with or without sublattices we can always calculate the chemical potential of an
endmember, I, i.e., by specifying a single constituent in each sublattice. As the amount
of any other constituent must be constant, the equation is:

µα
I = Gα

M +
∑
s

(
∂Gα

M

∂y
(s)
i∈I

)
T,P,yj ̸=i

−
∑
s

∑
j

y
(s)
j

(
∂Gα

M

∂y
(s)
j

)
T,P,yk ̸=j

(27)

as derived by Sundman and Ågren [43].
For example, in the system Fe-Cr-C the ferrite, modeled as (Cr,Fe)1(C,Va)3, one can

use Eq. 27 to calculate the chemical potentials for two endmembers sharing the same
species in all sublattices but one:

µFe:C = GM +
∂GM

∂yFe
+

∂GM

∂yC
−
(
yFe

∂GM

∂yFe
+ yCr

∂GM

∂yCr
+ yC

∂GM

∂yC
+ yVa

∂GM

∂yVa

)
(28)

µFe:Va = GM +
∂GM

∂yFe
+

∂GM

∂yVa
−
(
yFe

∂GM

∂yFe
+ yCr

∂GM

∂yCr
+ yC

∂GM

∂yC
+ yVa

∂GM

∂yVa

)
(29)

where the indication of sublattice superscripts and what is kept constant have been omit-
ted for clarity. At equilibrium the chemical potentials of the endmembers are the sum of
the chemical potentials of the individual constituents:

µFe:Va = µFe + 3µVa (30)

µFe:C = µFe + 3µC (31)

where the factor 3 comes from the number of interstitial sites in the bcc structure. At
equilibrium the chemical potential of Va is zero and the chemical potential of C becomes:

µC =
1

3
(µFe:C − µFe;Va) =

1

3

[(
∂GM

∂yC

)
T,P,yi ̸=C

−
(
∂GM

∂yVa

)
T,P,yi ̸=Va

]
(32)

where all identical partial derivatives in Eqs. 28 and 29 have been eliminated. It is obvious
that the chemical potential of C is independent of the endmember constituent in the first
sublattice. If a constituent is a stoichiometric combination of several components, one
can again use relations such as Eq. 30 to obtain the chemical potential of each one. If a
component is part of several constituents of a phase, at equilibrium it must have the same
chemical potential in all of them.

A popular algorithm to calculate the equilibrium of a system is based on equating
the chemical potentials of all components in all stable phases. There are cases when the
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sublattice model used for a phase makes it impossible to obtain explicitly the chemical
potentials for a component but this is not necessary for calculating the equilibrium using
the algorithm proposed by Hillert [61]. Further details on how to implement and use this
algorithm are discussed by Jansson [62] and Sundman et al. [88].

2.5 Application to different cases

This section will present different cases of the sublattice model. It will allow to rewrite
some of the rather complex equations presented in sections 2.2 and 2.3 in simpler form.

2.5.1 Substitutional solutions

As discussed in the introduction, the modeling of substitutional solutions started well
before the introduction of the sublattice model. However, this rather simple case is also
a particular case of this complex model when only one single sublattice is considered.
According to Eq. 11 the site fractions are then identical to the molar fractions of the
phase. The different contributions of Eq. (12) are simply expressed as follows.

srfGM =
∑
i

xi
◦Gi (33)

cfgSM = −R
∑
i

xi lnxi (34)

EGM =
∑
i

∑
j>i

∑
ν

xi xj (xi − xj)
ν νLi,j +

∑
i

∑
j>i

∑
k>j

xi xj xk Li,j,k (35)

The meaning of the parameters ◦Gi, representing the descriptions of the pure elements,
has been discussed in section 2.1. The different contributions of the excess term, EGM ,
were discussed in sections 2.3.3 and 2.3.4 representing the binary and ternary excess
parameters, respectively. Given that the descriptions for the elements are fixed, these
parameters are assessed to fit the experimental knowledge on the thermodynamic prop-
erties of the solution phase and its equilibria with other phases in the system. Results
from First-Principles (FP) calculations, such as those employing Special Quasi-random
Structures [89], may help in the parameter assessment of metastable solutions, or when no
experimental data are available. In order to properly describe multicomponent systems,
it is important to assess these interactions for all the solution phases of the constituting
binary systems. This includes the description of the stable and metastable composition
and temperature ranges.

2.5.2 Stoichiometric compounds

A stoichiometric compound can also be considered as a special case of the sublattice for-
malism when there is only one constituent in each of the sublattices. The configurational
entropy as well as the excess Gibbs energy term is then zero.

Actually, Hillert and Staffansson [41] have used a slightly different definition for sto-
ichiometric phases where each element is present in only one sublattice. The ternary
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extension of a binary stoichiometric compound (A)a(B)b is then also considered a stoi-
chiometric phase if C enters in either the first sublattice following the model (A,C)a(B)b
or in the second (A)a(B,C)b. Therefore, this kind of phase is sometimes called semi-
stoichiometric. The relationship between composition and sublattice fraction is then very
simple. When no vacancies are considered, it is just xi = aiyi/(a + b) where ai is the
multiplicity of the sublattice hosting i.

This model has been used for many phases and in particular to model the extension of
binary carbides into ternary systems using the model (A,B)a(C)b [90, 91, 92, 93, 94, 95],
to cite only a few early studies. The different terms of the Gibbs energy of such a phase
is then expressed as follows:

srfGM =
∑
i

yi
◦Gi:C (36)

cfgSM = − aR
∑
i

yi ln yi (37)

EGM =
∑
i

∑
j>i

∑
ν

yi yj (yi − yj)
ν νLi,j:C (38)

When applied to a ternary system, the model is defined along a line between two binary
endmembers, AaCb and BaCb. Often only one endmember is stable and can be exper-
imentally studied. The other one can be assessed from experimental knowledge of the
extension of the composition range of the phase together with the excess parameters. The
expressions discussed in section 2.1 are used to assess the Gibbs energy of the compounds.
Nowadays, FP results can help to better estimate such parameters.

Equation (38) is similar to Eq. (20) but uses the site fraction rather than the overall
composition as variable. The expression given here allows to consider more than two
elements in the first sublattice.

2.5.3 Interstitial solutions

Interstitial solutions have already been mentioned in previous sections and are here dis-
cussed in greater detail. This case differs from the previous substitutional solutions as
vacancies, noted Va, are introduced as mixing constituents. Early examples of this case
can be found in the study of the Fe-C system by Gustafson [96] or of Mo-C by Anders-
son [97]. A general model for such phases is (A)a(C,Va)b.

In the study of Fe-C [96], the values a=1 and b=1 have been used for the fcc phase
and a=1 and b=3 for the bcc phase. These values are based on the number of octahedral
sites per atom of the host structures that can be occupied by carbon. During the study
of the system Mo-C [97], it was noticed that the almost complete filling of the octahedral
sites of the fcc lattice corresponds to the carbide MoC1−x, which is stable in this system.
Complete filling of the interstitial octahedral sites results in the NaCl protype structure
(Strukturbericht B1). Application of the same model for this carbide and the interstitial
fcc solution, metastable in this system, allowed using the Mo fcc lattice stability previously
determined for the endmember Mo:Va. In the Fe-Mo-C system [98], a single model was
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thus used to model both the austenite rich in Fe with a low fraction of C on the interstitial
sublattice (yC) and the carbide with yC close to one.

In the Mo-C system, three other carbides are stable. They are all based on a hexagonal
cell. It was decided [97] that only Mo2C would be described with the same model as the
hcp interstitial solution and that only half of the octahedral interstitial position would
be taken into account, i.e. a=1 and b=0.5. This choice is expected to provide a poor
estimate of the ideal mixing for materials having an hcp matrix but it has been retained
in most of the descriptions of such phases with a few exceptions, such as in the study of
Zr-O by Liang et al. [99].

When considering the model (A)a(C,Va)b, Eq. (11) that expresses the molar compo-
sitions as function of the sublattice fractions becomes the following:

xA =
a

a+ b(1− yVa)
xC =

b yC
a+ b(1− yVa)

(39)

and the different terms in Eq. (12) are then given by

srfGM = yC
◦GA:C + yVa

◦GA:Va (40)

cfgSM = −bR
∑
i

yi ln yi (41)

EGM =
∑
ν

yC yva (yC − yVa)
ν νLA:C,Va (42)

The above equations have the quantities per mole of formula unit and they must be
divided by a+ b(1− yVa) to obtain molar values.

In Eq. (40), ◦GA:C is the Gibbs energy of the compound where the second sublattice is
fully occupied by C and ◦GA:Va is the Gibbs energy of the pure element A. The expression
used to evaluate this kind of function has been discussed in sections 2.1 and 2.3.2.

Two different crystal structures, such as A1 and B1, although related, are thus de-
scribed with this model. In binary systems, usually either the pure element or the com-
pound is stable with a few exceptions, such as the Pu-C system [100] where neither phase
has any significant solubility. However, in in some ternary systems, such as C-Mo-Re [101],
an extended solution exists between the two phases, justifying this modeling.

2.5.4 Intermetallic phases

Intermetallic phases appear in many metallic materials. Their presence can be desired
or detrimental. The modeling of their stability ranges is one of the challenges that the
Compound Energy Formalism has to face. In this section, we will consider three quite
different cases. The first case will be the example of the modeling the non-stoichiometry
of the σ phase without any degree of freedom in its constitution. The second case will
be the C15 Laves phase modeled with substitutional defects and finally phases showing
order-disorder transitions will be discussed. This section ends with a discussion of the
use of FP results to assess the Gibbs energy of the endmembers to properly describe such
phases.
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a. The σ Phase

The σ phase is one of the first intermetallic phases that was modeled using the sub-
lattice model. It is important to properly describe this phase because it is a detrimental
phase occurring in steels. The structure of this phase (Prototype CrFe, Pearson symbol
tP30, Space group P42/mnm, Strukturbericht D8b) has 5 different Wyckoff positions. It
is stable in many binary systems with very different topologies of homogeneity ranges. In
the first descriptions, a general model (B)a(A)b(A,B)c was used. In a binary system, such
a model allows description of the phase between two endmembers Ba+cAb and BaAb+c.
As for the cases discussed so far, there is no degree of freedom between the composition
of the phase and the sublattice site fractions. Equation (11) can be simply written as
follows:

xA =
b+ c yA
a+ b+ c

and xB =
a+ c yB
a+ b+ c

(43)

The concept of “large” A atoms occupying sites with large coordination numbers, “small”
B atoms occupying sites with smaller coordination numbers and a mixture of both types
of elements on sites with intermediate coordination numbers was introduced. The values
of a, b, and c were initially taken as 10, 4 and 16, respectively [58]. They were obtained
by merging Wyckoff sites with similar coordination numbers.

However, such a model was not able to treat all the compositions observed experi-
mentally. The model was consequently modified using the values 8, 4 and 18 for a, b and
c [102] for convenience. The model had lost part of its connection to the crystal structure
but the simplicity of the model was maintained. Later, it was recommended to return to
the ratio 10/4/16, allowing mixing of the different elements in two of the sublattices [103].

To describe the Gibbs energy of the endmembers, a linear function of temperature was
added to a weighted sum of the Gibbs energies of the elements in their paramagnetic fcc
and bcc states. The assumption made was that the contribution for an element is similar
to that of the fcc state when it occupies a sublattice with a small coordination number
and similar to that of the bcc state when occupying a sublattice with a large coordination
number [102]

◦Gσ
A:B:C = a ◦Gfcc

A + b ◦Gbcc
B + c ◦Gbcc

C + α+ β T (44)

For some endmembers the values of α and β were assessed in order to fit the experimental
information of the system under consideration. In many of the systems under considera-
tion, such as Cr-Fe [102] or Fe-Mo [92], the β variable was negative in order to stabilize the
phase at higher temperature and to make sure that it does not appear at lower tempera-
tures. However, when dealing with multicomponent databases having many endmembers,
these variables were set equal to zero due to a lack of experimental information, as was
the case for the compounds in the Cr-Fe-Ni system assessed by Hillert and Qiu [104].

Hertzman and Sundman [58] used no excess parameters in their initial description of
this phase. However, it soon became clear that these had to be used in particular when
considering ternary systems, such as in the study of the Fe-Cr-Mo system by Andersson
and Lange [92].
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With the improvements in computational power and the possibility of using FP re-
sults, more complex models have been introduced for this phase, as will be discussed in
section 2.5.4.d and further in sections 3.3.2 and 3.4.

b. The C15 Laves phase

The different cases discussed so far have in common that there is a unique occupation
of the sublattice able to describe one composition of the phase. We will now consider
cases where a degree of freedom is allowed in the constitution of the phases. For a given
composition, the site occupancy will be defined by a minimum of the Gibbs energy for a
given composition of the phase. An example of such a phase often modeled with the CEF
is the C15 Laves phase.

This phase (Prototype MgCu2, Pearson symbol cF24, Space group Fd3m) has two
different crystallographic sites. These are 8b and 16c Wyckoff positions. In the prototype,
they are mostly occupied by Mg and Cu, respectively. The ideal composition for this phase
is thus MgCu2. However, the phase shows a small composition range of stability around
its ideal composition because the two elements substitute each other. The phase can thus
be schematized as (A,B)8(A,B)16 or more simply, taking 1/8 of the unit cell as formula
unit, (A,B)1(A,B)2.

Considering the more general case of a phase modeled (A,B)a1(A,B)a2 , the composition
of the element i in the phase is linked to the occupation in the two sublattices by the
following equation corresponding to the Eq. (11) in the present case.

xi =
a1 y

(1)
i + a2 y

(2)
i

a1 + a2
(45)

Figure 2(a) represents all possible configurations for a phase modeled (A,B)1(A,B)2
whose ideal composition is AB2. The x axis is the fraction of occupation by B of the first

sublattice, y
(1)
B . This sublattice is mostly occupied by A in the ideal compound. When

y
(1)
B increases from 0 to 1, the fraction of A in this sublattice, y

(1)
A , decreases accordingly

from 1 to 0. The y axis is the fraction of occupation by B of the second sublattice, y
(2)
B .

This fraction is equal to 1 in the ideal compound. When y
(2)
B increases from 0 to 1, the

fraction of A in this sublattice, y
(2)
A , decreases from 1 to 0. The corner (0,0) thus represent

the compound without B, i.e., the compound where both sublattices are occupied by A.
This is an hypothetical state that is not accessible experimentally. From pure A in the

C15 structure, when increasing y
(2)
B to 1, the ideal compound is obtained when the first

sublattice is fully occupied by A and the second by B. Starting again from the corner

(0,0), increasing y
(1)
B to 1 yields a metastable compound where each sublattice is occupied

by the “wrong” element with respect to the ideal compound, i.e., it is full with defects. It
corresponds to the composition BA2. In the Cu-Mg binary system, a compound CuMg2
is stable but it has the Cb Strukturbericht structure. A compound with this composition
is not stable in the C15 structure and cannot be studied experimentally.

Experimental information on the C15 phase is only available close to the composition
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(a) (b)

In J/mol of formula unit,

◦GA:B = ◦GrefA
A + 2 ◦GrefB

B

−30000
◦GA:A = 3 ◦GrefA

A + 18000
◦GB:B = 3 ◦GrefB

B + 15000

(c)

(d) (e) (f)

Figure 2: Results of a schematic model (A,B)(A,B)2 calculated at 1000 K (black lines) and
100 K (gray lines) with the parameters given in 2(c) and equation (46). 2(a) represents the site
fraction of B in the second sublattice versus the site fraction of B in the first sublattice. The
green line corresponds to the composition of the ideal compound AB2. There is a degree of
freedom along this line. The actual site fraction is given by the minimization of the Gibbs energy
for this composition. The red line corresponds to the disordered state where the occupation
is identical in the two sublattices. The black line shows the occupation corresponding to the
minimum Gibbs energy for the phase for each composition between pure A and B at 1000 K.
2(b) represents the site fraction of B in the two sublattices versus the composition of the phase.
2(d), 2(e) and 2(f) represent the Gibbs energy, the enthalpy and the entropy of the phase,
respectively, versus the composition of the phase.

21



of the ideal compound. The assessment of the Gibbs energy of the other endmembers
is more difficult. In the first sublattice model description of this phase, Coughanowr et
al. [105] used the equivalence to the Wagner-Schottky formalism to express the Gibbs
energy of the endmember full of defects.

◦GB:A = ◦GA:A + ◦GB:B − ◦GA:B (46)

They assessed the Gibbs energy of the pure elements in the C15 structure to describe the
range of non-stoichiometry of the phase. However, this approach has rapidly shown limi-
tations as the values derived for a pure element in different binary systems were different.
A unique value of 5 kJ/mol of atoms independent of the element under consideration was
used, for example, in the study of Cr-Nb by Costa Neto et al. [106]. The range of stability
of the phase was assessed using the interaction parameters.

In a first approximation, four different interaction parameters can be considered in the
excess term: LA,B:A, LA,B:B, LA:A,B, LB:A,B. Each of them mostly affects the mixing along
one side of the square in Fig. 2(a). For instance LA,B:B mostly affects the Gibbs energy
along the upper side of the square i.e., between A:B and B:B. This parameter will thus
be used to fit the extension of the compounds for compositions richer in B than the ideal
compound. The parameter controlling the extension of the compound towards higher A
content is LA:A,B. The other two interaction parameters have virtually no influence on
the stable configuration of the phase. They have often been set equal to the other two
considering that the interaction between the two elements is independent of the occupation
of the other sublattice, i.e., LA:A,B = LB:A,B and LA,B:A = LA,B:B.

The use of the notation * has been introduced in order to handle these parameters more
efficiently in a multicomponent database. LA,B:∗ thus contributes to the Gibbs energy of

the phase with y
(1)
A y

(1)
B LA,B:∗ while LA,B:C contributes with y

(1)
A y

(1)
B y

(2)
C LA,B:C. When

both terms appear in a database both are used by Thermo-Calc [64] and OpenCalphad
[107]. In a ternary system, for a phase modeled (A,B)(C,D,E), the two parameter sets
shown in Table 1 are identical for the Thermo-Calc or OpenCalphad software.

LA,B:∗ = α LA,B:C = α + β
LA,B:C = β LA,B:D = α

LA,B:E = α

Table 1: Additive feature of excess parameters including “*”.
In Thermo-Calc or OpenCalphad, the parameters in the two columns correspond
to the same contribution in a phase that is modeled as (A,B)a1(C,D,E)a2.

As already discussed in section 2.3.3, these interaction parameters can also have a RK
dependence on the site occupation of the sublattices. Such composition dependence has
to be introduced carefully as there are not always enough experimental data to assess
the parameters correctly. High orders of these parameters can induce stabilization of the
phase in unexpected composition or temperature ranges or result in bad extrapolations
to higher-order systems.
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c. Phases with order-disorder transitions

Ordered phases have the potential to disorder. A phase is disordered when the con-
stituent fractions in all sublattices are the same as the mole fractions. This is represented
by the red line in Figure 2, everywhere else in the constitution square the phase is or-
dered. Figure 2 is drawn for the case where a1=1 and a2=2 but a similar line exists
for other values of a1 and a2. This allows using a single model for phases displaying an
order-disorder relationship. This approach was first applied to Al-Ni by Ansara et al.
in 1988 [108] where the fcc ordering occurs between the ordered L12 (a1=0.75, a2=0.25)
and the disordered A1 phases, and to Fe-Si by Lacaze and Sundman in 1991 [109] where
the bcc ordering occurs between the ordered B2 (a1=0.5, a2=0.5) and the disordered A2
phases. In the latter case, having a single Gibbs energy expression for the two phases is
essential as there is a second-order transition between them.

When such phases are described, the endmembers corresponding to pure elements rep-
resent the disordered phase. They are often stable, contrary to the case of the intermetallic
phases discussed in section 2.5.4.b. In the case of the B2 phase, the two endmembers cor-
responding to the stoichiometric compounds are actually the same crystallographic state,
just shifted by half of the diagonal of the cell. Consequently, they must have the same
Gibbs energy. For the L12 phase, such an equivalence is generally not true, but it is not
uncommon for both phases to be stable, as in the Au-Cu system, in contrast to phases
showing no disorder.

Description both of the ordered and disordered phases requires the Gibbs energy to
display an extremum for any deviation from the disordered state resulting in constraints
for the individual model parameters. Such constraints were introduced by Ansara et al. in
the case of the Ni3Al phase [108] and in the simpler B2 case by Lacaze and Sundman [109].
The constraints derived are rather complex and difficult to apply to multicomponent
databases. This led to the introduction of a new formalism discussed in section 3.3.1.

d. Inputs from density functional theory

One of the challenges in using the CEF is the need to assess the Gibbs energy of
metastable compounds. The use of Density Functional Theory (DFT) allows calculation
of the formation energies of these compound to overcome this issue.

When discussing the modeling of the C15 Laves phase in section 2.5.4.b, we explained
that the value 5 kJ/mol of atoms, independent of the element, was used for some time.
This rough approximation was abandoned when it became possible to obtain values for
these metastable endmembers using FP results. Sluiter [110, 111] presented a systematic
study of different intermetallic structures for the pure elements that formed the basis of
a new set of lattice stabilities for intermetallics.

Figure 3 compares the enthalpy of formation of the C15 phase in the Cr-Nb system
as described in different Calphad studies to an experimental value [112] and several FP
results [113, 114, 115, 110, 116, 117, 118, 119]. It is interesting to note that the use of
FP values for the lattice stabilities of the pure elements in this phase induces different
curvature of the curves close to the ideal composition of the phase. While Costa Neto et
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  2014 Schemetterer

  2015 Lu

Cr Nb
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C15 phase in the Cr-Nb system.
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al. [106], using the 5 kJ/mol value for both elements, needed repulsive interactions to be
able to describe the system, later works using values from DFT [117, 118, 119] present
a stabilizing interaction when Cr is substituted in the Nb site, i.e., when the small atom
enters in the position of the larger one and destabilizing when Nb enters the Cr site. This
is physically more satisfactory than the behavior obtained when the 5 kJ value was used.

DFT results can actually be used to estimate not only the Gibbs energy of pure
elements in metastable states but of many metastable compounds for which it is not
possible to perform experimental studies. For example, it has been shown by Fries and
Sundman [120] for the σ phase in the Re-W system and by Dupin et al. [121] for the µ phase
in the Nb-Ni system that using DFT results for the compounds with a CEF description
considering 5 sublattices, i.e., as many as Wyckoff positions, allows calculation of site
occupancies that are very close to those obtained from CVM calculations using the same
DFT results.

The use of FP results is thus of great interest for describing many metastable con-
figurations as it allows using models that reflect the crystallographic structure of the
phases, avoiding the approximations introduced in the early models to limit the number
of endmembers, as discussed in section 2.5.4.a.

For example, while descriptions of the C14 and C36 Laves phases have often been
simplified with only 2 sublattices, thanks to the use of DFT results, recent work by
Hallstedt [122] takes into account the larger number of Wyckoff positions. However, the
best way to use these FP results is still under discussion. For some phases, it appears
enough to consider a constant lattice stability. For others that have a Gibbs energy
closer to the stable states, it seems important to derive a difference in vibrational entropy
between the stable and intermetallic phases for the pure elements, as shown by Matthieu
et al. [123] and Pereira dos Santos et al. [124].

2.5.5 Modeling oxides and other ionic solids

Some phases are sufficiently ionic that their possible composition range is dictated by the
charge of the constituents occupying the crystallographic sites (sublattices). Such phases
can only be reasonably modeled when ions are used within the CEF. The CEF can then be
directly formulated from the crystal structure and defect chemistry of the respective phase.
So far, a major part of CEF modeling with ions has concerned oxides, but sulfides are
also similarly ionic and halides are even more ionic. Nitrogen falls somewhat in between;
in alloys, including nitrides, it is usually treated as neutral, whereas in SiAlON ceramics
it has been treated as ionic [125]. The CeO2−x fluorite phase was the first phase with
ions to be modeled using the CEF by Hillert and Jansson [126], although at that time it
was described as a special case of the two-sublattice Hillert-Staffansson model. Shortly
thereafter a more general description of the use of ions within the CEF was published by
Hillert et al. [127]. Therein, examples were given for several complex oxides; magnetite
(Fe3O4), orthopyroxene ((Fe,Mg)SiO3) and olivine ((Fe,Mg)2SiO4). Barry et al. [128] and
Degterov et al. [129] give examples for the use of the CEF for phases with ions.

The energy cost for any deviation from electric neutrality on a macroscopic scale is
forbiddingly high, so that any phase can be considered to be electrically neutral. Thus,
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an electroneutrality condition is applied to the CEF, i.e., only neutral compositions are
allowed to take part in any equilibrium calculation. The neutrality condition reduces the
dimensionality of the CEF model by one. Since the CEF endmembers can be charged, this
means that one charged endmember must be given an arbitrary value (called a charged
reference). This value can only be defined once for each phase. When the same phase has
been modeled in different systems using different charged references the models can only
be combined when the charged reference for one instance of the phase is changed to be
the same as for the other instance. Also, not all neutral compounds directly correspond
to a single endmember. Such neutral compounds will then have to be expressed as a sum
of endmembers, which will also include an expression for the ideal entropy of mixing.

Many oxides are stable in the simple NaCl (halite, B1) structure. One of them is
FeO (wüstite) which shows an unusually wide composition range. It is not even stable
at the stoichiometric composition FeO so that it is more appropriately written Fe1−xO.
The normal oxidation state of Fe in FeO is +2, but it can easily be oxidized to +3. To
compensate for the higher charge, vacant sites are formed on the cation sublattice; one
vacancy for every two Fe oxidized from +2 to +3. In principle, the higher Fe oxidation
state could also be compensated by forming interstitial oxygen ions, but the energy cost
for this is much higher. The oxidation of Fe can be written as

2Fe×Fe +
1

2
O2(g) → 2Fe•Fe +Va′′Fe +O×

O (47)

in Kröger-Vink notation. Here, Fe×Fe means an Fe on an Fe lattice site with nominal charge
(i.e., Fe+2), Fe•Fe is an Fe on an Fe lattice site with one positive charge relative to the
nominal charge (i.e., Fe+3) and Va′′Fe is a vacant Fe site with two negative charges relative
to the nominal charge (i.e., a neutral vacancy). The corresponding CEF model is

(Fe+2,Fe+3,Va)1(O
−2)1. (48)

This model generates the endmembers Fe+2:O−2, Fe+3:O−2 and Va:O−2. The first end-
member is neutral, corresponding to stoichiometric FeO, and the following two have the
charge +1 and −2. The latter two can be combined to form the neutral compound
Fe2/3O, more conveniently written FeO1.5 or Fe2O3 (not to be confused with the sta-
ble phase Fe2O3, which has the corundum crystal structure). The Gibbs energy of this
(neutral) compound can be written as

GFe2/3O =
1

3
(2 ◦GFe+3:O−2 +◦ GVa:O−2 + 3 RT (

2

3
ln

2

3
+

1

3
ln

1

3
)). (49)

This CEF model can be visualized in a triangular diagram shown in Fig. 4. Only
compositions on the neutral line connecting FeO and Fe2/3O are possible. The endmember
Va:O−2 is shared by other cations when the model is extended to higher order systems and
was, therefore used as the charged reference and given the value zero by Sundman [82]
when modeling the Fe-O system (◦GVa:O−2 = 0). To somewhat simplify the modeling
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Figure 4: The CEF model for Fe1−xO. The corners represent the CEF endmembers, two of
which are charged, and the line connecting the neutral compounds FeO and Fe2/3O shows
possible neutral compositions.

when more complex CEF models are used, the charged reference can be given a value
corresponding to its stoichiometry, which in this case would be ◦GVa:O−2 = 1

2

◦
GO2 . This

kind of charged reference was, e.g., used for several phases in the La2O3−SrO system [130].
However, the former value is commonly accepted when modeling the B1-oxide phase
and changing the charged reference is not completely trivial. To describe the actual
experimental data on the Fe1−xO phase, further interactions are needed. There are three
possible pair interactions, corresponding to the three sides of the triangle in Fig. 4. The
Fe+3−Va interaction has no influence along the neutral line and the Fe+2−Va interaction
is shared with other systems, so that only the Fe+2−Fe+3 interaction remains to be fitted
to experimental data.

In general, the number of neutral compounds (i.e., neutral combinations of endmem-
bers) that can be described using experimental data is less (often much less) than the
number of endmembers. Even after the charged reference has been determined there are
often several undetermined endmembers. They can be related to the already determined
endmembers using reciprocal relations. Typically, the Gibbs energies of these reciprocal
relations are set to zero, but they can also be used as an alternative to normal interaction
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parameters since they have a similar influence for neutral compositions. Failure to control
the Gibbs energies of the reciprocal relations can result in a strange behavior of the phase.

The perovskite (CaTiO3) crystal structure is very common among oxides. The per-
ovskite structure can be viewed as an fcc structure with the oxygen ions located at the
faces, the larger cation (Ca in this case) at the corners and the smaller cation (Ti) at
the central octahedral interstitial site. The ideal perovskite structure is cubic, but many
perovskites are non-cubic. This will not be discussed further here as this does not influ-
ence the CEF modeling. Here we will use LaMnO3 as an example. LaMnO3 is used as a
cathode material in solid oxide fuel cells (SOFC), usually doped with Sr [131]. LaMnO3

shows non-stoichiometry both with respect to the La/Mn ratio (in both directions) and
the oxygen content. This is a result of Mn being present in the oxidation states +2, +3
and +4, which also leads to a high electrical conductivity. The resulting defect chemistry
is fairly complex, but can be expressed in a CEF model. A detailed description of the
modeling of the LaMnO3 perovskite is given by Grundy et al. [132], including Sr [133]
and a comparison with a classic defect chemistry treatment [134].

Under reducing conditions Mn+3 is reduced to Mn+2 and vacancies are formed on the
oxygen sublattice. This can be expressed by the defect chemical reaction

2 Mn×Mn +O×
O → 2 Mn′Mn +Va••O +

1

2
O2(g) (50)

which is represented by the CEF model

(La+3)1(Mn+2,Mn+3)1(O
−2,Va)3. (51)

In addition to the neutral endmember LaMn+3O3 it generates the neutral compound
LaMn+2O2.5 whose Gibbs energy can be written as

GLaMn+2O2.5
=

5

6
◦GLa:Mn+2:O +

1

6
◦GLa:Mn+2:Va + 3 RT (

5

6
ln

5

6
+

1

6
ln

1

6
) (52)

where charges have been left out when there is no ambiguity. Two endmembers are
required for this Gibbs energy expression. Under oxidizing conditions Mn+3 is oxidized
to Mn+4. To compensate for this, an equal amount of vacancies is formed on each cation
sublattice in order to keep the La/Mn ratio constant. The defect chemical expression for
this can be written as

6 Mn×Mn +
3

2
O2(g) → Va′′′La +Va′′′Mn + 6 Mn•Mn + 3 O×

O. (53)

I.e. there is a cation deficiency rather than an oxygen excess. This is represented by the
CEF model

(La+3,Va)1(Mn+3,Mn+4,Va)1(O
−2)3. (54)
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This model generates the two neutral compounds La2/3Mn+4O3 and LaMn+4
3/4O3. The

first is La deficient and the second is Mn deficient. Their Gibbs energies can be written
as

GLa2/3Mn+4O3
=

2

3
◦GLa:Mn+4:O +

1

3
◦GVa:Mn+4:O +RT (

2

3
ln

2

3
+

1

3
ln

1

3
) (55)

and

GLa:Mn+4
3/4

O3
=

3

4
◦GLa:Mn+4:O +

1

4
◦GLa:Va:O +RT (

3

4
ln

3

4
+

1

4
ln

1

4
). (56)

The complete CEF model is then

(La+3,Va)1(Mn+2,Mn+3,Mn+4,Va)1(O
−2,Va)3. (57)

(a) (b)

Figure 5: In (a) the oxygen content in LaMnO3 as function of oxygen partial pressure at 1073 K
using the CEF model from Grundy et al. [132] with experimental data from Mizusaki et al. [135]
and Alonso [136]. Further experimental data points are included in the original assessment. In
(b) the site fractions in LaMnO3 at 1073 K along the curve in (a).

This model generates 15 endmembers, which can be expressed in terms of the four
neutral compounds defined above. The last (16th) neutral endmember corresponds to the
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empty crystal when all three sublattices are filled with vacancies. It would be tempting to
set GVa:Va:Va to zero, but this does not work. This Gibbs energy represents the formation
of defects on all three sublattices simultaneously and in [132] a Wagner-Schottky type
expression was used to define its energy. This worked well for LaMnO3, but it is unclear
how to handle this for other perovskites since this value can only be set once for all
perovskites. It would not make sense having the Gibbs energy for LaMnO3 appearing in
the model, e.g., CaTiO3. After defining a charged reference, the remaining endmembers
can be related by 10 reciprocal reactions whose Gibbs energies are all set to zero. The
Gibbs energies of all endmembers can thus be unequivocally determined. The set of
neutral compounds determined above considering possible defects is not unique. Further
neutral compounds can be defined, but those are redundant. In the full model defined
by Grundy et al. [132] antisite Mn+3 is also included on the first sublattice, but this is
of relatively minor importance. The oxygen content in LaMnO3 as function of oxygen
partial pressure using this CEF model is shown in Fig. 5(a) at 1073 K. The site fractions
in LaMnO3 at the same conditions are shown in Fig. 5(b). It is interesting to note that
the site fraction of Mn+3 only reaches a maximum of about 0.94 (not unity),i.e., even at
perfect stoichiometry Mn+3 is noticeably dissociated into Mn+2 and Mn+4.

Detailed accounts of the modeling of the fluorite phases CeO2 [126, 137] and UO2 [138,
100] and the spinel phases Fe3O4 [82] and MgAl2O4 [139] are given elsewhere. The same
concepts were used to model the defect chemistry in the semi-conductor phases GaAs by
Hillert and Chen [140] and CdTe by Chen et al. [141].

3 Evolution of the original formalism

The initial formalism gave birth to different kinds of evolution. We will first consider the
implementation meant to model strong order of ionic liquids. We will then explain how
CEF can approximate SRO in crystalline phases. In section 3.3, two formalisms splitting
the Gibbs energy into several sets of composition variables will be discussed. The recent
EBEF where the endmember energies are replaced by bond energy parameters between
pairs, triangles and higher order configurations but keeping the ideal configurational en-
tropy on the sublattices will then be presented. Finally perspectives of improved models
for oxides will be discussed.

3.1 Back to the liquid

The sublattice model can describe Long Range Order (LRO) but not Short Range Order
(SRO), i.e. when atoms in a condensed phase may locally prefer a different arrangement
of atoms on adjacent sites than the global arrangement on the sublattices.

For the liquid phase the Temkin model [25] is an LRO model but in principle there
is only SRO as there are no lattice sites. However, strong electrostatic forces makes it
reasonable that cations and anions can be distributed randomly only on sites which are
already occupied by the same type of ion, as with the Temkin model.
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A model for SRO in the liquid is the associate model [142, 143, 144] in which molecular-
like aggregates with a composition close to the maximum SRO are assumed to mix ran-
domly with the atoms. This can reasonably describe weak SRO and can work well in a
binary system but creates problems in higher order systems when several SRO associates
are present and their interaction is difficult to estimate. Instead, a new extension of the
Temkin model was developed, called the partially Ionic 2 Sublattice Liquid, (I2SL), and
is described below.

Pelton et al. [145] developed a modified quasichemical model for liquids and later
incorporated the Temkin model which was named Modified Quasichemical Model in the
Quadruplet Approximation (MQMQA) [146]. It is not implemented in the software used
for this paper but it can be used to describe multicomponent liquids of many different
types with similar results as those obtained using the I2SL model.

The partially ionic 2-sublattice liquid (I2SL) model is not a CEF model because the
site ratios are not constant. The development of this model by Hillert et al. [147] is based
on the experience gained from an assessment of the Fe-S system by Fernàndez Guillermet
et al. [57], combined with a creative use of the sublattice concepts that involve addition
of new features to the Temkin model.

In contrast to the original Temkin model [25], the number of sites on the cation and
anion sublattices in the I2SL model are allowed to vary, in order to maintain electroneu-
trality. In the anion sublattice a charged vacancy was introduced to handle systems
without real anions and also neutral constituents:

(C+)P (A
−,Va−Q,B)Q (58)

where C+ are cations, A− are anions, Va−Q is a vacancy with the induced charge −Q
(equal to the number of sites on the anion sublattice) and B are neutrals, which can
represent compounds such as FeO1.5. The site ratios are the sum of the charges on the
opposite sublattice to maintain electroneutrality:

P =
∑
j

−qjyj +QyVa (59)

Q =
∑
i

qiyi (60)

where qj is the (negative) charge and yj the fraction of anion j ∈A− and qi is the charge
and yi the fraction of cation i ∈C+. Note that if there are no anions the charge on the
vacancies balances that of the cations and P = Q. The neutrals does not affect the site
ratios.

The surface of reference and configurational terms in the generic Gibbs energy expres-
sion, Eq. 12, are:

srfGM =
∑
i

∑
j

yiyj
◦GCqA

AqC
+QyVa

∑
i

yi
◦GCi:Va +Q

∑
k

yk
◦GBk

(61)

cfgSM = −RP
∑
i

yi ln(yi)−RQ

∑
j

yj ln(yj) + yVa ln(yVa) +
∑
k

yk ln(yk)

 (62)
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where ◦GCqA
AqC

is the Gibbs energy of formation of the neutral compound CqAAqC ,
◦GCi:Va is the Gibbs energy of one mole of the cation Ci (charge balanced by the Va)
and ◦GBk

the Gibbs energy of one mole of neutral Bk. The configurational entropy as-
sumes random mixing of the constituents on each sublattice. The sum over k is for all
neutrals.

The fact that the site ratios P and Q vary with composition must be included in the
derivatives of the Gibbs energy expression. As already stated, this is not a CEF model
but it would never have been derived without the inspiration of the CEF model. For
metallic liquids without anions or neutrals it is equivalent to a regular solution model
with random mixing, which was the model used previously. The I2SL model has been
successfully used to describe several liquid systems with different anions and neutrals. For
a detailed explanation of the excess Gibbs energy see the book by Lukas et al. [148]. There
are also rules on how to handle elements with multiple charges or weak electronegativity,
for example C, that must be considered, see for example [149, 100, 75]

As mentioned in [147] it is interesting to note that a binary A-B system modeled as
(A+qA)P (B

−qB ,Va,B)Q with the I2SL model is mathematically identical to an associated
model for the liquid (A, A1BqB/qA ,B) using an electrically neutral associate A1BqB/qA . For
ternary and higher order system there is no such equivalence.

In the assessment of a liquid using the I2SL model it may be necessary to estimate one
or more metastable endmembers. If the Gibbs energies of the endmembers in a reciprocal
subsystem, (A+,B+)P (C

−,D−)Q in the liquid are very different (which may happen when
combining independently assessed binary systems) this may create a so called reciprocal
miscibility gap, as described in section 2.3.5 at high T in the liquid. Usually there are
no experimental data confirming a stable liquid but such miscibility gaps are unlikely at
high T . This problem is discussed in [87, 150].

3.2 Approximate treatment of short range order

The thermodynamic properties of crystalline phases depend on SRO. The Cluster Vari-
ation Method (CVM) of Kikuchi [32], first presented in 1951, provided the variational
framework to solve the statistics of lattice gases. Some 20 years later, when computers
became available for scientific work, van Baal [34], using a single nearest neighbor bond
energy, uAB, calculated the prototype fcc ordering diagram in the tetrahedron approxima-
tion of the CVM (CVM-T) shown in Fig. 6(a). This diagram agreed with experimental
observations regarding several aspects of the solid state order-disorder phase transitions:
the transitions are first-order type and the correct shapes and topology of single and two
phase regions in the vicinity of the order-disorder transitions. A particular feature of the
phase diagram is that the maxima of the single-phase regions of the ordered phases L12
and L10 are separated by a single-phase region of the disordered fcc solid solution phase.

The CVM-T used for the phase diagram in Fig. 6(a) has 16 clusters (which can be
considered as endmembers in a single sublattice): one each for pure A and B, 4 for
each combination A3B and AB3 and 6 for A2B2 on the 4 tetrahedron positions. Assum-
ing a single bond energy, uAB, the Gibbs energy parameters for these endmembers are:
◦GA3B1 = 3uAB,

◦GA2B2 = 4uAB and ◦GA1B3 = 3uAB. The CVM-T configurational
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(a) (b) (c) (d)

Figure 6: In (a) the phase diagram for a prototype fcc ordering using the CVM-T with a
nearest neighbor bond energy, uAB = −100R. In (b) the tetrahedron cluster used in the CVM-
T is marked in yellow. In (c) the calculated phase diagram using a 4 sublattice CEF model
together with reciprocal excess parameter equal to the bond energy to approximate SRO. It
has a first order transition to disordered fcc at the same temperature as the CVM-T model. In
(d) the stable and metastable extrapolations of the Gibbs energy curves for ordered L10 and
disordered states at equiatomic composition using 3 different models, all with the same bond
energy. The third model is a 4 sublattice CEF model with no SRO reciprocal parameters as
used by Shockley [151] and with this model the L10 disorders at much higher temperature.

entropy is calculated as:

cfgSM/R = −2
∑
ijkl

yijkl ln(yijkl) +
∑
ij

∑
st

p
(st)
ij ln(p

(st)
ij )− 5

∑
i

xi ln(xi), (63)

where yijkl are the 16 tetrahedron probabilities, p
(st)
ij the set of 6 pair probabilities between

elements ij on sublattices st and xi the site probabilites (or mole fractions). This model
allows the description of the L12, L10 and disordered fcc. The fractions of the 6 different

pairs, p
(st)
ij , and the mole fractions, xi, are summed from the appropriate yijkl fractions.

The equilibrium for the CVM model is obtained by minimizing the Gibbs energy over the
16 endmember fractions subject to the external conditions and internal constraints.

In Fig. 6(d) the Gibbs energy curves at the ideal L10 composition for various ordering
models are plotted as function of temperature. The curves corresponding to the CVM-T
just presented are shown in red.

The 4 sublattice fcc model corresponding to the treatment first presented in 1938 by
Shockley [151] is shown in magenta. In this model, the four sites constituting the tetrahe-
dron in yellow in 6(b) are treated as distinct sublattices in a CEF model, each occupied by
two different elements. The sublattices are equivalent to one another and have the same
site fractions in the disordered state. The CEF model has 16 endmembers representing
the possible distribution of elements on the sublattices that are similar to the clusters
considered by the CVM-T. The configurational entropy is simply the random mixing on
the 4 sublattices. There are no contributions from the pair or mole fractions. The same
bond energy being used, the ordered state at low temperature has the same Gibbs energy
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value as the CVM-T but it predicts the order-disorder transition temperature at more
than twice the theoretical value [48].

Finally the green curves correspond to the 4 sublattice CEF where the SRO is approxi-
mated by a reciprocal excess parameter explained in section 2.3.5. This model is similar to
the one used by Shockley but excess parameters of the type LA,B:A,B:∗:∗ have been added.
As indicated by their configuration, they are multiplied by products of site fraction of the

type y
(r)
A y

(r)
B y

(s)
A y

(s)
B . These reciprocal parameters have been shown to be the first order

approximation of the CVM configurational entropy by Sundman et al. [152].
Kusoffsky et al. [153] calculated the phase diagram for the prototype fcc ordering shown

in Fig. 6(c) using this CEF model together with reciprocal parameters equal to the bond
energy, uAB. This approximately accounts for the SRO contribution from the CVM-T
model getting much closer to the CVM-T phase diagram and its associated enthalpy and
entropy data. In Fig. 6(d), the entropy in the disordered state is ideal according to CEF
and slightly overestimated with respect to the CVM-T model. The shift in energy allowing
the shift in ordering temperature is thus related to the enthalpy change introduced by
the reciprocal parameters that account for the contribution of the clusters not considered
by the model. The assessment of the Au-Cu system [152] using reciprocal parameters
could reproduce the experimental phase diagram and thermodynamic data, confirming
the abiblity of this model to describe real alloys.

This is a very important improvement of the original use of the sublattice model be-
cause, as explained in the introduction, the advantage of using CEF is that the equilibrium
calculations are simplified. In a binary system, the CEF model has only 3 independent
fraction variables whereas the CVM-T model has 15. This difference increases exponen-
tially with the number of components and the size of the clusters. However, even with
reciprocal parameters, the sublattice model for order-disorder transitions cannot describe
the rapid increase of the heat capacity close to the order-disorder transition unless a
complex temperature dependence is used for the model parameters.

The application of the sublattice model to phases with order-disorder has been dis-
cussed in several papers [154, 155, 156, 157, 158, 159, 160, 49] and it is used in commercial
databases like the TCNI for superalloys [161, 162] and the TCHEA for high entropy al-
loys [163, 164]. However, these databases do not use a model with 4 sublattices (4SL)
as explained in this section but an equivalent of the 2 sublattice (2SL) model [165, 161].
Moreover they make use of the formalism presented in section 3.3.2.

These features induce the need to introduce many relationships between the parame-
ters used in order to ensure that the disordered phases are really disordered making the
constitution and the handling of a multicomponent database highly demanding. A recent
modification of the sublattice model for ordered intermetallics could solve this problem
(see section 3.4).

3.3 Splitting the formalism using several variables

In the Gibbs energy expression in eq. (12) the term srfGM defines a surface of reference
for the modeling of the interactions of the constituents of the phase related to the Gibbs
energy of its endmembers. When using models with many sublattices the surface of
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reference becomes quite complicated and it may be simpler to use, as surface of reference,
a model with just one or two sublattices. The available implementations of the application
of this idea will be presented in the following.

3.3.1 The 3 term formalism

Even though early CEF descriptions of order-disorder transformations [108] were quite
satisfactory, the relationships that needed to be introduced between the parameters were
too complicated for multicomponent databases. Thus a new formalism was introduced by
Ansara et al. [166] that splits the Gibbs energy of the phase into 3 terms using different
constitution variables:

GM = G(xi) + ∆G(ysi )−∆G(ysi = xi) (64)

G(xi) =
∑
i

xi
◦Gi +RT

∑
i

xi lnxi +
phyG(xi) +

EG(xi) (65)

∆G(ysi ) =
∑
I

PI(Y ) ∆◦GI +RT
∑
s

as
∑
i

ysi ln y
s
i +

phyG(ysi ) +
EG(ysi ) (66)

The first term in this formalism, G(xi), corresponds to the Gibbs energy of the disor-
dered phase. Its description can be assessed independently of the ordering contribution
but it will affect the equilibria of the ordered phase. In a multicomponent system, it
allows to take into account the description of a sub-system previously assessed without
considering possible ordering. It allows to treat the magnetic contribution independent
of the chemical ordering. The equations above only consider substitutional species and
not any interstitial sublattices. Therefore, the expression of G(xi) corresponds to that of
a substitutional solution [148]. It can be more generally based on the CEF, in particular,
to describe interstitial solution in a site that is not occupied by the elements undergoing
ordering.

The second term, ∆G(ysi ), is expressed by Eq. (66). It is a function of the site fractions
and thus order dependent. It is very similar to the CEF expressed by eq. (12). They
differ in the introduction of the symbol ∆ in order to emphasize that ∆◦GI has a different
reference state than ◦GI . ∆

◦GI = 0 when I is a pure element.
The third term, ∆G(ysi = xi), also expressed by Eq. (66), replaces the site fraction by

the molar composition of the phase. The second and third terms thus cancel when the
phase is disordered.

As G(xi) corresponds to the Gibbs energy of the phase when it is disordered, the rest of
the expression, ∆G(ysi )−∆G(ysi = xi) corresponds to the ordering energy. The formalism
does not impose any peculiar meaning to the two parts of this ordering contribution. As
discussed by Ansara et al. [167]:

� ∆G(ysi = xi) could be set zero, making ∆G(ysi ) the ordering energy

� or it could be forced to be identical to the formation of the disordered phase from the
pure elements in the phase under consideration, ∆G(ysi = xi) = G(xi)−

∑
i xi

◦Gi,
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making possible to assess the formation Gibbs energy of the endmembers, ∆◦GI ,
from DFT. The excess parameters of G(xi) can then be expressed as functions of
the parameters of ∆G(ysi ). Such relations have been derived by Kussofsky et al. [153]
in the case of the modeling of the fcc ordering with 4SL.

If ∆G(ysi = xi) = G(xi) −
∑

iGi is not fixed, the use of DFT results is not as
straightforward. Even if this formalism has often been used and is the basis of the TCNI
database [161, 162], it is difficult to handle due to the freedom in the meaning of the
ordered parameters allowed by the combination of three terms.

Another difficulty in the use of this formalism comes from the fact that the parameters
of the CEF in Eq. (66) should be linked by constraints in order to ensure the possibility
of disorder. Even if this model is often referred to as order-disorder formalism, when such
constraints are not properly set, the minimum Gibbs energy of the phase will not occur for
the disordered state. When modeling the B2 ordering, these constraints are quite simple;
they are based on the fact that the two sublattices are crystallographically equivalent.

When using a 2SL model with the stoichiometry 3/1, such as for the L12 phase,
the constraints are not as obvious; they can be derived solving the equations with the
derivatives of the Gibbs energy being equal to zero when the phase is disordered, as
introduced by Ansara et al. [108] for a binary case and derived by Dupin [165] for higher
order systems. They can also be obtained solving the mathematical equivalence of the
2SL model with a symmetrical 4SL model based on the equivalence of the four sites
defining the regular tetrahedra constituting the fcc lattice [165, 161]. The equivalence of
the crystallography when exchanging atoms implies the equality of the Gibbs energy of
the configurations. For instance

◦GA:A:A:B = ◦GA:A:B:A = ◦GA:B:A:A = ◦GB:A:A:A (67)
◦GA:A:B:B = ◦GA:B:A:B = ◦GB:A:A:B = ◦GA:B:B:A = ◦GB:A:B:A = ◦GB:B:A:A(68)

These relationships have been used for the calculations using the 4SL CEF presented in
section 3.2, discussing SRO for fcc solutions.

The use of 4SL allows the description of more phases than 2SL. For the fcc lattice,
it allows description of the disordered phase, A1, and also the ordered phases L12 and
L10 [165, 152, 153]. When considering the bcc phase, 4SL allows descriptions of the A2
as well as the ordered B2, B32 and D03 or L21 phases [168, 169]. The description of these
latter phases with a single equation is of great interest as these phases often show second
order transformations between them, as in the system Al-Fe-Ti at 1273 K [170], and
demonstrated in a thermodynamic assessment of this system [171]. The tetrahedron of
the bcc lattice is not an ideal terahedron as it has two different bond lengths between the
first and second nearest neighbors and the equivalence of the configurations differs from
the fcc case where the terahedron is ideal. If the first and third SL are first neighbours
then AABB will correspond to a B2 structure while ABAB will be B32

◦GA:A:A:B = ◦GA:A:B:A = ◦GA:B:A:A = ◦GB:A:A:A (69)
◦GA:A:B:B = ◦GB:B:A:A = ◦G(B2) (70)
◦GA:B:A:B = ◦GA:B:B:A = ◦GB:A:A:B = ◦GB:A:B:A = ◦G(B32) (71)
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Some software [64, 107] has facilities to set up automatically the permutation of the
regular and irregular terahedra like the ones presented here by the Eqs. (67-71). It also
modifies the name of the phases in the outputs based on the order actually calculated for
the phase.

Independent of the way the constraints are derived, they must be properly set up not
only in the binary systems for which an ordered phase is described, but also in the ternary
and quaternary systems based on them.

3.3.2 The 2 term formalism

Inspired by the cluster expansion approach [172], Ansara et al. [173] introduced a new
related formalism that they called Extended Calphad Method. It combines the classical
CEF with another contribution which is a function of the composition of the phase, i.e.,
independent of the degree of ordering. The Gibbs energy is thus split into two contri-
butions, one dependent on the composition of the phase and the other on its sublattice
occupation:

GM = nsG(xi) + ∆G(ysi ) (72)

G(xi) =
∑
i

xi
◦Gi +

phyG(xi) +
EG(xi) (73)

∆G(ysi ) =
∑
I

PI(Y ) ∆◦GI +RT
∑
s

as
∑
i

ysi ln y
s
i +

phyG(ysi ) +
EG(ysi ) (74)

The term G(xi) is called the disordered contribution even if the phase under consideration
never disorders. It is also called the configuration independent term. It is expressed
for one mole of atoms but it does not represent a phase by itself as it does not have a
contribution to the configurational entropy. It simply provides a surface of reference based
on the description of the pure elements in this phase. It also allows to model the magnetic
contribution in a rather simple way [174, 124]. The excess term EG(xi) is expected to
be used to assess the phase stability without modifying the configuration between the
different endmembers given by ∆G(ysi ), in particular when DFT inputs are used to assess
the ∆◦GI parameters.

∆G(ysi ) is the ordered contribution or configuration dependent term. Its expression
is similar to the one in Eq. (12) although ∆ symbols are added in order to emphasize
that the reference parameters are actually referred to the functions given in Eq. (73).
It is expressed for one mole of the modeled formula unit of the phase and it includes
the configurational entropy. If no excess parameters are introduced in Eq. (73), the
parameters ∆◦GI correspond to the ordering Gibbs energy from the pure elements in the
structure under consideration. Magnetic and chemical excess interactions dependent of
the configuration can also be considered.

This formalism strongly simplifies the handling of databases with many endmembers
as the contribution in Eq. (73) defines automatically a reference value of all of them while
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with the classical CEF expressions like the one presented in Eq. (44) have to be entered
for each of the endmembers.

The separate definition of the reference values makes it is easier to describe phases with
a larger number of endmembers, thus allowing descriptions closer to the crystallography
of complex phases and accounting for the mixing of many elements in many Wyckoff
positions and a better configurational contribution. The σ phase, a simpler model for
which has been discussed in section 2.5.4.a is an example of a phase for which a proper
estimate of its configuration is important as it varies significantly from one system to
another. The use of this formalism has been reported by Hallstedt et al. [168] for the Co-
Cr-Re system and by Bratberg et al. [162] for the σ and µ phases in the TCNI database.

3.4 The effective bond energy formalism

Dupin et al. [54] introduced a new formalism showing a better ability to extrapolate than
the CEF when considering more than 2 sublattices. It is based on the 2 term CEF (Eq.72)
with the contribution depending on the sublattice fractions and, in a first approximation,
it is reformulated as follows:

∆G(ysi ) = ∆srfG(ysi ) +RT
∑
s

as
∑
i

ysi ln y
s
i +

EG(ysi ) (75)

∆srfG(ysi ) =
∑
s

∑
t>s

∑
i

∑
j>i

(
ysi ytj Est

ij + ysj yti E
st
ji

)
(76)

The parameter Est
ij corresponds to the effective energy of the bond linking species i on

sublattice s and species j on the t sublattice. For a phase modeled with 5 sublattices, if
s is the first sublattice and t the second, this term can also be written ∆ ◦Gi:j:∗:∗:∗.

This notation is similar to the use of “*” for the excess parameters discussed in sec-
tion 2.5.4.b. It indicates that the parameter is not dependent on the occupation of the
sublattice for which “*” appears. This notation has the same additive features as shown
in Table 1. Here it means that no contributions other than bond energies are given for
the ordered reference term. Using the CEF, it is equivalent to defining the Gibbs energy
of formation of each compound A:B:C:D as follows:

∆◦GA:B:C:D = E12
AB + E13

AC + E14
AD + E23

BC + E24
BD + E34

CD (77)

This formalism does not significantly modify the model. It simply introduces the
possibility to use “*” in the parameters of the ordered reference contribution. This can
be extended to terms where more than two constituents are used. Estu

ijk denotes the extra
energy contribution for the triplet defined by i in s, j in t and k in u. In a more general
form, the reference term in equation (75) can thus be expanded as :

∆srfG(ysi ) =
∑
s

∑
t>s

∑
i

∑
j>i

(
ysi ytj Est

ij + ysj yti E
st
ji

)
+
∑
s

∑
t>s

∑
u>t

∑
i

∑
j>i

∑
k>j

(
ysi ytj yuk Estu

ijk + ysj yti y
u
k Estu

jik + · · ·
)
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+
∑
s

∑
t>s

∑
u>t

∑
v>u

∑
i

∑
j>i

∑
k>j

∑
l>k

(
ysi ytj yuk yvl Estuv

ijkl + · · ·
)

(78)

This formalism was used by Dupin et al. [54] for the γ’ phase in Al-Cr-Ni to convert
a 4SL 3 term CEF to a description with less parameters. The different effective energies
were the variables used during the original assessment of this system. They are more
meaningful for a potential user of the database. In addition, by using them the definition
of many endmember compounds is avoided which results in databases that are easier
to maintain. In this case, a parameter with more than 2 elements was also used in
equation (78) for the ordered contribution of this phase. When using such parameters,
the EBEF allows all the flexibility of the original CEF.

Using “*” in ordered reference terms is actually possible within the 2 term formalism
following equation (72) but also with the 3 term formalism presented in equation (64). It
is actually this latter formalism that was used by Dupin et al. [54] for the description of
the γ’ phase in Al-Cr-Ni.

The more striking result shown by Dupin et al. [54] is a clear improvement in the
extrapolation of binary DFT data to higher order systems when using many sublattices.
It appears that the most promising way is to use its first approximation, i.e., the EBEF,
by determining the effective bond energies from the Gibbs energies of formation obtained
from DFT [54, 124] calculations. This procedure has to be performed in each of the binary
systems which constitute the complex system under consideration. This is only of interest
for cases dealing with more than 2SL, otherwise EBEF and CEF are equivalent.

For description with 3 or more SL Eq. (77) can be used to construct a correlation
matrix between the CEF formation energies and the EBE parameters. The inverted
matrix can be used to obtain the values of the EBE. A classical inversion is not always
possible and different pseudo-inversion techniques exist that can always be applied, for
example, the Moore-Penrose method implemented in the package NumPy of Python [175]
has been applied by Ivanova [176] to treat the case of the σ phase in the Mo-Ni-Re system
and by Pereira dos Santos et al [124] in the Co-Cr-Ni-Re system, also for the σ phase.

The fact that the a classical inversion matrix is not always possible is due to the fact
that for cases with more than 3 sublattices, the number of the CEF compounds is larger
than the number of EBE parameters. When considering the inversion for a 3SL case, the
number of parameters is identical in the two formalisms but the matrix is usual singular
because an extra relationship applies:

∆G◦
A:B:B +∆G◦

B:A:B +∆G◦
B:B:A = ∆G◦

B:A:A +∆G◦
A:B:A +∆G◦

A:A:B (79)

= E12
AB + E13

AB + E23
AB + E12

BA + E13
BA + E23

BA (80)

In the 3SL case, even if the numbers of parameters in the two formalisms is identical
in a binary system, a reduction of the number of parameters is obtained in higher order
systems as the interactions between 3 elements are ignored.

It was shown by [54, 124] that the EBEF is better than the CEF using only binary DFT
information with 5SL for extrapolating the description of the σ phase into multicomponent
systems. This is due to the fact that the multicomponent endmembers of the phases
considered in these studies can be approximated only from effective bond energies. This
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could be different for other phases or systems and the interaction between more elements
introduced in Eq. (78) could then be needed.

3.5 Improved model for oxides

Thanks to the introduction of the asterisk, “*”, or wildcard explained in section 2.3.5 it is
possible to simplify the Gibbs energy parameters for oxide systems where some elements
can have multiple charges. Indeed, as several oxidations states are considered to keep
the phases electrically neutral, the number of constituents in the sublattices can be large,
generating many endmembers whose Gibbs energy must be defined. Moreover, most of
them have a net charge and are non-physical.

Using the CEF formalism for oxides, explained in section 2.5.5, the fluorite phase
UO2±x that exhibits a wide range of hypo- and hyper-stoichiometry of oxygen was modeled
by Guéneau et al. [100, 177] using the three sublattice model

(U+3,U+4,U+5)(O−2,Va)2(O
−2,Va).

The hypo stoichiometry, UO2−x, is described by (U+3,U+4)(O−2,Va)2(Va). Uranium is
reduced from U+4 to U+3 when oxygen vacancies are formed. The hyper stoichiometry,
UO2+x, is modeled by (U+4,U+5)(O−2)2(O

−2,Va). Uranium is oxidized into U+5 when
oxygen interstitials are added on the third sublattice. Twelve endmembers have been
described, see Fig. 7.

To model the UO2±x phase, it is necessary to assess the Gibbs energies of the following
three neutral compounds:

� UO2, the perfect UO2 crystal corresponding to the endmember (U+4)(O−2)2(Va)
with the Gibbs energy:

GUO2 = ◦GU+4:O−2:Va (81)

� UO1.5 corresponding to the lowest oxygen composition obtained for the site occupa-
tion (U+3)(O−2

0.75,Va0.25)2(Va) with the Gibbs energy:

GUO1.5 = 0.75 ◦GU+3:O−2:Va + 0.25 ◦GU+3:Va:Va

+2 RT (0.75 ln 0.75 + 0.25 ln 0.25) (82)

with the assessed parameter GUO1.5 = GUO2−0.5 G1/2O2(g)+338219.1−70.22618T

� UO2.5 which is the highest oxidized composition obtained for the site occupation
(U+5)(O−2)2(O

−2
0.5,Va0.5) with the Gibbs energy:

GUO2.5 = 0.5 ◦GU+5:O−2:Va + 0.5 ◦GU+5:O−2:O−2 +RT ln 0.5 (83)

with GUO2.5 = GUO2 + 0.5 G1/2O2(g) − 58351.62 + 39.67611T
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Figure 7: The CEF model for UO2±x. The corners represent the CEF endmembers and the
grey areas show neutral compositions. The cations U+3, U+4, U+5 in the first sub-lattice and
the anions O−2 and the vacancies in the second and third sub-lattices are designated by 3, 4,
5, O, V, respectively.

While the first neutral compound UO2 is stable and its properties are experimentally
well-established, the other two neutral compounds are outside the stable composition
range of the phase. However, their thermodynamic properties can be extrapolated using
the experimental oxygen potential data for the phase in its hypo- and hyper-stoichiometric
regions.

Simple mass balance equations can then be used to relate the energies of the other
endmembers leading to a minimum number of parameters to assess:

◦GU+3:O−2:O−2 − ◦GU+3:O−2:Va = G1/2O2(g)
◦GU+4:O−2:O−2 − ◦GU+4:O−2:Va = G1/2O2(g)
◦GU+5:O−2:O−2 − ◦GU+5:O−2:Va = G1/2O2(g)
◦GU+3:Va:Va − ◦GU+3:O−2:Va = ◦GU+4:Va:Va − ◦GU+4:O−2:Va
◦GU+4:Va:Va − ◦GU+4:O−2:Va = −2G1/2O2(g) + 545210.5
◦GU+5:Va:Va − ◦GU+5:O−2:Va = −2G1/2O2(g) + 700000
◦GU+5:Va:O−2 = ◦GU+4:Va:O−2 = ◦GU+3:Va:O−2 = +100000

A few interaction parameters need to be optimized to obtain a good description of the
experimental oxygen potential data in UO2±x and the phase equilibria data [100].

We calculate exactly the same phase diagram and oxygen potential data after con-
verting the above parameters into the following six Gibbs energy terms, with a single
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constituent occupying one specific sublattice and asterisks “*” for the others as follows:

�
◦GU+4:∗:∗ = GUO2 : the energy of the perfect crystal of UO2 without defects

�
◦G∗:∗:O−2 = G1/2O2(g): the energy of oxygen incorporating in the third sublattice

�
◦G∗:Va:∗ = −2 G1/2O2(g) + 545210.5: the energy to remove two oxygen atoms in the
second sublattice and create oxygen vacancies

�
◦GU+5:Va:∗ = +700000− 545210.5 = +154789.5: this term had to be added to have
equivalent terms to the previous model in which a different value had been used for
◦GU+n:Va:Va −◦ GU+n:O−2:Va when n=5.

�
◦GU+3:∗:∗ = GUO2 + 201916.5− 70.22618T + 1.12467RT

related to the energy to reduce U+4 into U+3 in UO2

�
◦GU+5:∗:∗ = GUO2 − 58351.62 + 39.67611T + 0.69315RT
related to the energy to oxidize U+4 into U+5 in UO2

The interaction parameters remain identical.
With this conversion, the number of Gibbs energy terms has been reduced from 12

to 6. This is a promising approach that could be applied to reassess oxide systems that
otherwise require the evaluation of many endmembers. Another improvement would be
to incorporate the formation energies of point defects (oxygen vacancies and interstitials,
as well as U+3 and U+5) directly into our model, as these data are well established from
calculations with atomic scale methods such as DFT.

4 Conclusions

Computational Thermodynamics (CT), centered around the Calphad methodology, has
reached a reliability level so that its tools, i.e., software and databases, are nowadays
widely used in academia and industry. At the core of CT is the sublattice model with all
of its variants which enables better understanding of existing materials. This has greatly
contributed to accelerated design of new materials and the better control of production
steps, life cycle performance and recycling, as well as energy efficiency.

The multidimensional Gibbs energy function described as a function of the tempera-
ture, pressure and composition makes it possible to calculate all thermodynamic proper-
ties, i.e., chemical potentials, heat capacity etc., for each individual phase for any con-
dition, even if the phase is not stable. Such a calculation represents a local equilibrium
which is an essential tool for the simulation of phase transitions with kinetic processes
such as diffusion, interface reactions, nucleation of other phases etc.

The various types of calculation are possible because the models used within the
Calphad method have two very important features: the ability to describe many properties
within experimental uncertainty in the area where they are known and the reliability of
the extrapolations to higher order systems. Even though FP inputs have contributed
significantly to the improvement of the quality of the results obtained from CT and helped
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to extend its ability to infer properties of multicomponent systems, the strength of CT is
demonstrated by the agreement of its calculated results with those from experiments.

This paper details the continuing evolution of the sublattice model to efficiently de-
scribe many important cases. It presents perspectives for its future development that
expand the limits of its application. The strategy employed by the sublattice model to
describe thermodynamic properties can be generally used for the description of molar
volume, diffusion mobility and many other phase-based properties.

Today CT is the only reliable method for the calculation of phase equilibria, thermo-
dynamic and phased-based property information in multicomponent, multiphase systems
that are comprised of condensed phases with homogeneity ranges.
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